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What is EPICURE?

EPICURE draws on the and of the current and future

EuroHPC supercomputer hosting organisations to provide better user

support

« Adequate code installation and porting to different architectures

( )

 Intra- and inter-node optimisation, focusing on accelerators and

scalability ( )

Knowledge exchange through the organisation of hardware-specific

, ' ,and in several EU countries

* Promotes among hosting organisations

 Provides users with a wide knowledge pool



EPICURE and containers

From project proposal:

When possible, or the receipts used to compile the
software to be , 1n order to provide a simillar software stack

between machines sharing the same architecture.

To facilitate deployment on multiple systems we will consider 1mproving or developiling
reclpes for deployment systems such as EasyBuild and Spack, and the

that are good solutions to move between systems with a
very simililar architecture. The different hosting sites participating 1in this task
will the recipes to build the software and with the other
sites and with the EuroHPC user community.

Which conditions should containers satisfy to run
efficiently on a system, or what should be taken 1nto account when building a
container that also has to run efficiently on that architecture or system.



Building scientific software
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Why containers?

« portability/adaptability/reproducibility of SW
« legacy SW = hard/not possible to build

« definition file acts as SBOM/documentation
(dependency management)

« users can make their own (--fakeroot)
« comparable to bare-metal
 run on different EuroHPC clusters

industry = (ontainer)
« different requirements, quality assurance

« workflow isolation, reproducibility,
transferability




Problems

 containeris not comparable to bare-metal

* Jlack of skills, technical knowledge

 MPIlintegration

« HEs sometimes hesitant to support containers (potential security

issues)
HEER and

« EPICURE! techical cooperation/collaboration
« offer (national) image reqgistry

« optimized containerimages for architecure

* building on top of optimized images

« +EuroHPC container forum, Coks, NCCs



Current status

* Project #6: provided container image with Python software stack for use
on LUMI ( )
* Project #13: optimized distributed communication package for

use on Leonardo (resolving NCCL issues)

* Project #53: provided guidance for deploying using container
on MareNostrum5

* Project #55: working on providing optimized container for for use
on Leonardo

- Project #66: deployed in a Singularity container for use on
MareNostrums

 Project #67. created an image that encapsulates the entire build

environment, including all dependencies, libraries, and compilers

Project #95: scalability tests with

LUMI
Project

99: prepare

container, up to 64 nodes on

container including HDF5 to use on LUMI
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Current status

« prepared a webinar on containers as part of WP5 (Training)

ERPICURE

WEBINAR: Containerization in HPC Environments

March 31, 2025

1Ta.m. (CET)

Online

Teo Prica IZUM (HPC Vega)

The webinar on basic containerisation for HPC
environments provided an overview of key tools and
techniques. It covered how to use
Singularity/Apptainer containers from various
aspects, such as parallelisation with MPl and CUDA
for GPU-accelerated workloads and including
management and environment systems such as
Conda for managing smaller, lightweight
environments. The session emphasised practical
strategies to optimise HPC workflows with
containerised solutions.




Subscribe to
the newsletter!
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Getting EPICURE help

Having a EuroHPC project allocation is required (no national project

support can be offered)!
Don’t have one yet - we can help you apply!

Check

Then apply for

https://pm.epicure-hpc.eu/support/request/

Unlocking European-level HPC Support

EPICURE meets Slovenia

Online
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